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ABSTRACT

This report explores the prospects for using concepts from Speech Act Theory In the
design of processes that operate on natural language. The potential benefits of creating
processes to Identify the illocutionary force of utterances In text are particularly
significant. These benefits Include systematic derivation of implicit communication,
identification of relations between text and prior text, and the possibility of applying
existing action-oriented knowledge within Al to new natural language processing tasks.

The report not only explores these benefits and the potential uses of Speech Act
Theory but also exhibits some simple processes for identifying illocutionary forces and
for simulating the effects (including much implicit communication) of speech acts.
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PREFACE

This is an introductory report, aimed at workers in Artificial Intelligence who are
interested In but not sufficiently aware of the relevant work In philosophy. It Is Intended
mainly to bring Speech Act Theory to the attention of the reader in an accessible way
and to advocate Its active pursuit. At the same time, the report serves to Identify
consequential divergences between methods of philosophy and Al, divergences that will
require AI workers to supplement the oxisling base.

Since this report was written in mid-1978, some people, but not others, have found It
useful. Several readers have seriously misunderstood Its Intent and have read it
expecting content It was never Intended to convey. The report Is intentionally sketchy,
In the hope that more substantive work might be stimulated. In particular, the section on
processes (5) is Intended to be suggestive rather than substantive, although It goes
beyond many of the simple treatments of speech act phenomena in existing Al systems.

Since the early circulation of the report, some of the hoped for activity has been
seen. While we cannot take credit for much of it, the trend is encouraging. However,
the general status of the work is unchanged. Existing treatments of speech acts in Al
systems are incomplete and mostly unproven. There is now an even greater opportunity
for significant basic work on speech acts In the Al tradition. Recent work by Philip
Cohen, James Allen, and Gretchen Brown exemplifies the trend.
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1. TOWARD INCORPORATING SPEECH ACT THEORY INTO NATURAL LANGUAGE

PROCESSING

1.1 Some Persistent Sources of Difficulty In Natural Language Processing

The dominant natural language processing problem in computer science has been the
design of person-computer Interface. Robots, question-answering systems,

instructional systems and expertise-dolivery systems have been designed with
natural-language Interfaces, and there Is a continuing interest In doing more. However,
computer science actually addresses a much broader range of ambitlons for processing
natural language, including comprehension of unrestricted text, automatic indexing and
retrieval of text, and machine translation. So far, accomplishments on these broader
problems have been fragmentary and preliminary, mainly limited to exploratory attempts
to subdivide the problems and to demonstrations of techniques for solving particular

subproblems.

Progress has been limited by four general difficulties:

1. Knowledge/Action--Natural language has been conceived as an obscure
knowledge representation system rather than as a system of actions, In
contrast to the action-oriented conceptions of programming language. This
has severely limited the degree to which the knowledge of processes has
been applied to understanding natural language.

2. Explicit/Implicit--Although text conveys a great deal of its meaning
Implicitly, natural language processing research has concentrated on the
explicit portion of the meaning, especially the explicit meaning of individual
sentences.

3. Content/Context--Although text derives a great deal of Its meaning from
the context In which It occurs, natural language processing research has
concentrated on the portion of the meaning that can be identified In
Isolation from context.

4. Message/Communicaton--Although text Is used for many other purposes
besides conveying Information, research has concentrated on text used for
informing (and for requesting Information), with little attention to the way
that text affects its recipients.

The difficulties have often been traceable to a lack of suitable concepts--definite

enough for implementation, broad enough to) be significant, and plausible enough to try.
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Given these problems, Speech Act Theory (SAT) is attractive as a source of help. It
offers an action-oriented conceptual framework, specific Ideas about Implicit
communication, some help in relating text to context, and significant steps toward a
communication model of language Interpretation. SAT can also make a direct contribution
to language comprehension processing because the communicated content of text

includes the knowledge of the speech act3 performed by that text.

The purpose of this report is to explore the possibility that SAT could be genuinely
helpful In addressing these problems (and to the general progress of natural language

processing (NLP)). A second purpose is to facilitate SAT's use by filling some
gaps--suggesting ways to meet some needs of NLP that have not yet been given

sufficient attention in SAT. 1 (But see [6, 4, 14].)

We should recognize from the outset that NLP can only adapt SAT, not simply
Implement it. There are significant differences in the amount of detail that it is

necessary to represent, and NLP criteria for judging the adequacy of a technical result
are different from those In other disciplines. We (in NLP) put a high value on
explicitness, on representation as a collection of processes, arid on having tested the
processes on a diversity of cases, but a low value on parsimony and on total freedom

from counter-examples. A process producing approximately correct results is preferred

to a perfect abstract description not complete enough to be translatable into process

form. This difference in methodology, working by successive explicit approximations

rather than by accumulating well-attested abstractions, leads to significant differences

of interest and emphasis between SAT and NLP.

The first part (sections 2 and 3) of this report reviews some relevant themes in
modern SAT and explores the uses that could be made of SAT in NLP. The second part

(sections 4 and 5) examines two specific gaps In SAT and suggests approaches to the

creation of processes that would fill them.

t In doing so we make no attempt hero to supplement or correct SAT itself. Rather we take it as is, even to theextent of Preserving a few errors of detail in the examplhs. (Previous readers of this report have found apparent errors
in he quoted material by Searle and Habermas. but the value of their concepts does not rest on resolution of such
errors.) The perspective of NLP does help one to ste hcow SAT might be improved, but doing so is outside the scope of
ths report.
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1.2 Conceptual Similarities

Speech Act Theory arose In philosophy, beginning with J. L. Austin in the 1950's [3].

It Is currently a very active topic In the part of the field called Philosophy of Language.

Major works on SAT Include Speech Acts by John R. Searle and Volume 3 of Syntax and

Semantics (21, 7].

SAT Is particularly accessible to workers in NLP because many of its concepts closely

resemble familiar concepts In computer science--in some cases concepts for which we

already have algorithms and experience. The most important commonality is the active

nature of the basic element of SAT, the speech act. A speaker performs a speech act by

producing an utterance. A speech act can be decomposed into its propositional part and

Its Illocutionary force.

(1) Thomas Jefferson Is buried in Virginia.

(2) George Washington Is burled In Virginia.

(3) Is George Washington buried in Virginia?

Utterances 1 and 2 differ In proposition expressed but not in illocutlonary force; 2 and

3 differ In Illocutlonary force but not In proposition expressed.

The Illocutionary force Is comparablo to an operator in a programming language. 2 The

speaker and hearer form a two-processor information system roughly analogous to the

system consisting of the programmer and his computer.

The division between Illocutionary force (the operator) and the proposition expressed

(the operand) Is Important for the same reasons that the division between program and

data Is Important. The operators are reused with high frequency and are part of the

user's communicative competence, whereas the propositional parts are highly variable

and seldom recur. (For this reason, the term "speech act" is ,ften used Informally to

mean only the Illocutlonary force, without the accompanying propositional part.)

aThere re various ways to take this notion of speecd act as operator. One can regsrd an utterance U as encoding a

recognr.,able force F and proposition P. and that speaking U is an event that causes a corresponding event, the speech act
F(P). At another level of abstraction, much -ore ctfoieiv related to a theory of communication, F(P) operates on a stat.
of the hearer to poduce a new systematically altered state. Use of SAT concepts is thts a possible part of a *mchai of
colpehtension more oriented toward communication than )rssent schemes.
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For both programming languages and natural languages, a significantp/art of the skill of
using the language Is In knowing how to use combinations of op4rators to achieve a
desired effect. /

/

There Is an interesting resemblance between the felicir/ conditions that are part of/

SAT and the preconditions and input assertions associated with computational processes.

If you see the statement /

/
(4) X<--X+ 1 /

In the middle of a program, knowing about t1/ addition and assignment operators, + and

(--, you can draw several conclusions: /

a. that X has a value,

b. that the value of X is s htable as an operand for+,

and so forth. These are coA'ditlons on the effective use of the statement. In some
programming languages /such Implicit conditions are used to avoid redundant

/
type-declarations and,.tnus achieve brevity.

/
Similarly, If someone makes the following request to you:

(5) 7Ploase give me five dollars."

you can Conclude that

a. he believes you can give him five dollars,

b. he wants you to give him five dollars,

c. If he did not make this request, then you might not give him five dollars,

and so forth. These are likewise conditions on the effective use of the statement [21].

The forms of these particular conclusions come from the operator--requesting--not

from the propositional part. People very frequently communicate such assertions
implicitly, just by the Illocutlonary force of their speech acts. As with the Implicit

type-declarations In programming languages, it is a way of being brief.
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There is much discussion in the speech act literature of the intent of the speaker, of

what Intentions accompany what actions, and of how each Is related to meaning and to

the consequences of speaking. There are direct parallels to the goal-pursuit schemes In

Al, where means-ends analysis, formal goals, planning, and plan execution have been

applied to robotry and other tasks. Of course the robots did not pursue their goals by

speaking, but much of the knowledge Is clearly Incorporable in NLP.

Other resemblances, all Imperfect but some rather close, are Indicated In Figure 1.

SPEECH ACT COMPUTER SCIENCE

illocutionary force operator
proposition operand
category of act category of operator
felicity condition precondition, input assertion
illocutionary effect main effect
perlocutionary effect side effect
indirect speech act use of one operator to achieve

the effect of another

Figure 1. Correspondences of SPEECH ACT concepts and COMPUTER SCIENCE concepts

Before we can see how to adapt SAT for NLP we must understand more of what a

speech act Is In the terms of Philosophy of Language.

2. SPEECH ACT THEORY

2.1 Illocutionary Forces

Searle Introduces speech acts with this example:

(Ba) 1. Sam smokes habitually.
(6b) 2. Does Sam smoke habitually?
(6c) 3. Sam, smoke habitually!
(6d) 4. Would that Sam smoked habitually.

Each performs a different kind of action, but all of them express In various ways a

single proposition and make a particular set of references. They do not differ In

I
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truth-value, but In the kind of action performed, so each Is assigned a different

Iliocutionary force (21].

Searle has written a taxonomy of Illocutionary forces In which he Identifies 12
dimensions along which Illocutlonary forces differ. He posits five basic categories,
named Representatives, Directives, Commissives, Expressives, and Declarations; these

are exemplified (for speaker S, hearer H and proposition P) In Figure 2.

Examples of Utterances in Searle's Five Primary Categories:

Representative--commits S to the truth of P

(7) "The Emperor has no clothes on."

Directive--S attempts to get H to do something

(8) "Begin the paradel"

Commissive--commits S to future course of action

(9) "I will march through the city."

Expressive--expresses psychological state of S regarding P

(10) "Thank you for your clever work."

Declaration--creates the condition expressed in P

(11) "You are sentenced to 1 year in jail."

Figure 2. Five categories of utterances

Within each category there Is much diversity. Several other workers have produced
taxonomies, with up to several hundred particular verbs, such as "boast" and "warn,"

Indicating kh-ds of acts at the lowest level [10].

A speaker performs a speech act with a particular Illocutlonary force when he makes

an utterance that conforms to a particular set of constitutive rules. The rules are
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constitutive in the sense that they create the possibility of the action, just as the rules
of chess create the possibility of making various moves In chess. The nature of these
constitutive rules Is widely debated, but they are generally seen as a further
specification of Austin's claim that speech acts operate "by convention" 3 [8, 3].

2.2 Conditions on Speech Acts

Associated with each Illocutlonary force F there are various conditions, sometimes
called felicity conditions. These are propositions that must be satisfied if the utterance
is actually to have the force F. For example, for a request by S that H perform action A,
the felicity conditions would Include

1. that S believes that H Is able to perform A,

2. that it Is not obvious to S that H is going to perform A without being
requested to do so,

3. that S wants H to perform A.

Some of these conditions are testable or at least assessable by the hearer. Those
that are not, which represent some part of the "psychological state" of S, such as 1 and
3 above, are called sincerity conditions. For a Representative R(P), there is a sincerity
condition that S believes P.

There are usually several of these conditions on the force of an utterance--typically
2 to 10. Each condition can give rise to some implicit communication, since by performing
the act the speaker Indicates Implicitly that he believes that the conditions for
performing that act hold. (So from the first condition on a request above, the request
communicates that S believes that H Is able to do A.) The result is that from this
mechanism alone there is far more Implicit communication than explicit.4

3 The debate on the nature of the rules has also shown that many of the conditions associated with particular acts bySearle and others are in need of refinement. The pIresent defects seem to be matters of detail rather than representingunsoundness in the conceptual structure. In addition to Scorle's, there is an alternate line of development of SAT begunby Alston. The two lines differ far more at the interface between SAT and ethics than in the way they characterize
illocutionary force [ 1. 2].

4This is an important consideration in bilding comprehension systems. If most of what is communilcated ailea implicitlyrather than by direct interpretation of the symbols employed, then strong mechanisms for imputing implicit comn~icatlon
are essential to effective comprehension.
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SEARLE'S DESCRIPTION OF A REQUEST: (Speech Acts, p. 66)

Speaker S requests hearer H to do action A by speaking
utterance U.

Propositional content: Future act A of H

Preparatory conditions

1. H is able to do A. S believes H is able to do A.

2. It is not obvious to both S and H that H will do A in the
normal course of events of his own accord.

Sincerity condition: S wants H to do A

Essential condition: Counts as an attempt to get H to do A.

2.3 Syntax and Illocutionary Force

How Is illocutionary force related to the syntax of sentences?

We know that there may be syntactic correlates of the Illocutionary force. The

Directives Include questions and commands, which have their own syntactic forms.

Commissives may start out ", will..." or "I promise...."

We might therefore suspect that analysis of the syntactic form and vocabulary of an

utterance would fully determine Its Illocutionary force, and that therefore Illocutionary

force is merely a relatively obscure syntactic property of an utterance. This Is not the

case, as we shall see In a moment.

Some utterances ore used to perform what are called Indirect Speech Acts. For

these, instead of or in addition to a most straightforward "direct" act, there Is another

act performed that differs in Illocutionary force, proposition expressed or both, from the

direct act. Declarative sentences such as

. ..... .. . . .. . . . . .. . ... N
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(12) "You are standing on my hand."

(13) (compare "Get off of my hand.")

and questions such as

(14) "Do you have a match?"

(15) (compare "Please give me a match.")

can be used to perform acts that are not Just statements of Information or requests for

Information respectively.

Given a particular sentence that can be used to perform an Indirect speech act, such

as (12) or (14) above, It appears that one can almost always construct a context in

which that sentence has Its direct Illocutionary force rather than the more easily

Imagined Indirect force. This being the case, we are guaranteed that the sequence of

words of the sentence Is Insufficient for determining whether that sentence Is used with

direct or indirect force. So, for the great majority of utterances, IIIocutionary force

cannot be assessed on syntactic grounds, nor on any other grounds that deal only with

the sequence of words that constitute the utterance. This is not to say that syntactic

form and speech act are not related, but the relation Is far front determinative. Coyne

[p. 17] says,

It Is of crucial importance that form, logical or grammatical, does not seem
to correlate nicely with ilIocutlonary force except in the most artificial,

pompous or ceremonial of instances.*

*This is not to deny the existence of certain typical relations: it Is common to

perform assertions by Issuing utterances In the indicative mood, commands by
Issuing utterances in the imperative, etc. It does not take much examination
to see, however, that such relations are merely typical, certainly not
universal, and not In any straightforward way necessary.

Sentences like (12) and (14), which can have different Illocutlonary forces in

different contexts, demonstrate the ambiguity of illocutionary force.5 (In addition to

1n this report the "context* of an utterance always means text accompanying that titterance, and *situation" always
means the extralinguistic knowledge applicable in the interpretation of the text.
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ambiguity, there are also utterances having more than one Illocutlonary force, and
therefore performing more than one speech act.)

Similarly,

(16) "Do you need money?"

can be used as either a request for information or an offer.

Notice that questions such as

(1 7) "Do you know what time It Is?"

are used just as predicates are often used In LISP--the user expects to get back either
NIL or a useful value. As such they function as simple questions If the answer Is
negative, but also as requests If the answer Is affirmative.

3. USES OF SPEECH ACT THEORY IN NATURAL LANGUAGE PROCESSING

Because the aims and methods of Philosophy of Language differ greatly from those of
NLP, SAT must play a different role in NLP than it has played in Philosophy of Language.
To function In NLP the theory must somehow facilitate building systems of Information
processes that produce or analyze natural language. There are several potential uses to
consider, and It Is important In this case to see more than one use In SAT. 6

6 These are uses in the NLP discipline, not in the systems NLP produces. In language processing systems, the potential
uses for SAT depend on the system task.Whether or not SAT is represented in the organizing abstractions of a text-analysis system, the system may have to
face illocutionary force discrimination issues.

(a) Your files are all composed of text.
(b) I will run out of tapes before Friday.

Sentence (a) can be either an assertion or a request for verification; (b) can be eithosr a prediction or a promise. TheIIocutlonary force of an utterance Is often one of the essential pieces of Informatlon about that utterance.Identifying the illocutionary force leads directly to a number of propositions about the speaker, his perception andknowledge of his own situation, and possibly his perreption of the hearer. In a system these may function as premisesfor inference, as additional knowledge derived from the text or as useful soirces of options in reference resolution andellipsis filling. Since there are normally syntactic and semantic ambiguities to resolve, these propositions can alcprovide information on the reasonableness of various interpretations. For text where concepts of belief, doubt,
argumentation, or credibihlty are important, knowledge of illocutionary force would seem to be particularly desirable for
use in deriving the agent-to-knowledge relations.

For text generation, the various illocutionary forces can serve as the primitive actions of the system.
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3.1 Convenient Concept for System Organization

The concepts of SAT can be used by system designers to impose conceptual order on

complex phenomena. By recognizing certain aspects of language use as actions, the

designer is better equipped conceptually to create the necessary processes. At the

same time, opportunities to use action-oriented knowledge from Al--knowledge of

planning, goal-pursuit, action selection, and action control--can be recognized. The

theory can thus provide a convenient level of abstraction.

A similar use of the theory Is to Include in these systems processes that model the

Judgments of SAT, such as classification of an utterance according to its Illocutionary

force. As part of some larger task such as text comprehension, assigning these

Judgments to a special set of processes may provide a convenient factoring Into

tractable parts of the large and diverse selt of Judgments such a system must make.

Such a factoring is by no means necessary, but it may reduce the complexity of

Individual tasks and make the system easier to explain.

The decision to apply SAT in such a system is like the decision to Implement a

particular level in a Hearsay system [16].

A great many circumstances are relevant, and the choice depends on more than Just

technical necessities. There are so many clever Ideas promising conveniences in

Implementation that convenience alone does not Justify much attention to SAT.

3.2 Access to Useful Knowledge

A second use for SAT Is as a common vocabulary for assimilating knowledge about

language from outside NLP. There are substantive claims about language within

linguistics, psychology, philosophy, computer science and elsewhere. While many of the

specific claims of one discipline often se3em Incommensurate with those from another,

statements about SAT constructs are exceptional; they often cross discipline

boundaries. If speech acts are seen as actions, many questions are of common interest

to the various disciplines, e.g.,

1. Under what conditions Is this action performed?
2. What are its effects?
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3. By what method Is this action performed?
4. How can the action be recognized?
5. Can It be decomposed into simpler actions?
8. How do the various actions differ?

The various disciplines pose these questions in such a way that they overlap in their
domains, as do the various answers, croating opportunities for results from abstract
studies In other disciplines to be moved Into concrete computer systems.

For example, Habermas (following Wunderlich) [12, 11, 18, 25] claims that under
certain easily satisfied conditions there are four kinds of validity claims on each
utterance, recognized by both speaker and hearer as a kind of background consensus:

a. that the utterance Is understandable,
b. that Its propositional content is true,
c. that the speaker utters it sincerely, and
d. that the speaker has a right to perform the speech act.

These clearly have consequences for the builder of processes to comprehend
language, since they may be part of the substantive communication of the utterance and
since they are subject to the same consistency conditions as th, explicit content of the

utterance.-

Notice too that the Implicit communication specified by these claims Is not the same as
that specified by the conditions on particular speech acts, since it is constant across all
illocutlonary forces. Neither Is It the same as the direct effect of any particular act.
Thus Habermas' claims suggest several specifications on particular kinds of implicit

communications occurring for all utterances and spanning all domains of knowledge.

This potential application of Habermas' work shows how SAT can serve as a kind of
"market language" for transferring Into computer science results from other disciplines
using SAT. For example, if we are using the Hearsay blackboard-of-hypotheses

7 Habormas also holds that if one of these ftow claims is called into question, then the conventional interpretive rulesof the commoin caton change in systematic, predictable ways. He claims further that the communications of scientific
inQuiry typically take place under the altered rules, "*t the rules of a "notmal action ".Intei." Clearly such claims werelevant and suggestive to the designer of a text interpreter, both for knowledge repitsletation (e.g., Multiple sets of
r6les) and control structure (e.g.. a slack for abandonment and restoration of particular interpretation methods).
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architecture, specific Implicit-communication mechanisms can be implemented by new,

specialized knowledge-sources.
8

This is not simply an interesting ard useful result; it can be included in a system

design because Habermas, a social scientist, has framed his claims in terms of SAT. We

need to know and use SAT In order to do such Importing.

3.3 Necessary Level of Abstraction

Beyond the "market language" role, use of SAT can become a necessary part of

natural language processor design, essential in the same way that organic chemistry is

essential between genetics and atomic physics. It may capture generalizations about

the domain that can be stated in simple form only if this particular level of abstraction is

recognized. (The sincerity condition on any utterance functioning as an assertion--that

S believes the expressed proposition--might be such a generalization.) It Is an open

issue whether SAT can fill such a role. The evidence seems to me to be quite

persuasive, but still inconclusive.

3.4 Component of a Theoretical Base for Discourse Processing

Processes that recognize or perform speech acts are essential to certain kinds of

discourse processing based on discourse theories incorporating speech acts explicitly.

A processor for any task that involves relating the details of text to motivations for

producing the text might well be based on a theory that incorporates speech acts

explicitly.

For example, an experimental system called DCS (Dialogue Comprehension System),

currently under development, recognizes five principal kinds of objects In comprehending

a dialogue transcript: syntactic subtrees, propositions, speech acts, dialogue-game

uses and participants' goal structures. The theory is based on the premise that each

utterance serves some overt goal of the speaker. The discourse structure it discovers

has the connectivity of goal pursuit, with the primitive actions the speaker employs to

pursue his goals being speech acts. Speech acts are suitable for embedding in plans

i1t is not necessary to have peted agreement between the concept as irplemented and the concept as provioty
described. nor to demonstrate empirically that they agree. Some deviation is inevitab|n, and the second draft may turn
out better than the first.
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produced for Immediate purposes, and they also are seeni as part of culturally

transmitted shared plans.

The theoretical view Is described In [1 7].

Which of these uses is sufficiently important to justify Immediate attention in
computer science? Certainly the convenience use is attractive, but many things look
convenient. The "market language" use seems sufficient and more to the point, since
NLP cannot afford simply to develop Its own Independent, Idiosyncratic view of language.
Whether or not SAT turns out to be "necessary," it can make an Immediate contribution

to NLP.

Beyond merely exploiting SAT as a source of convenient concepts for organizing
familiar operations, NLP should begin to take advantage of the Insights in other
disciplines In which SAT has been accepted and used, including linguistics and cognitive
psychology (in linguistics, [9, 10, 13, 15]; In psychology, [5, 19]). The explicitness of
much of SAT, the similarity of some of its constructs to familiar computational constructs,
and the broadening acceptance of SAT by other disciplines all make the effort required
to Incorporate it in NLP worthwhile. Nevertheless, there are difficulties.

4. GAPS IN THE THEORY

As In any other Intellectual movement, speech act theorists have focused their
attention on a small number of central concerns. In doing so, they have touched only
lightly on some problems that would be prominent in attempts to use the theory in NLP.

Here we consider only two--enumerating the effects of a speech act and methods for
recognizing the Illocutionary force of an utterance.

4.1 Enumerating the Effects of Performing a Speech Act

Performinq a speech act has particular effects, some of which arise directly from the
fact that the act has been performed, others less directly. There has been serious
effort to distinguish acts from effects, for example, to distinguish an act of Threatening
from an effect of Intimidation. Much of the discussion centers on the terms
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"lilocutlonary" and "perlocutlonary" Introduced by Austin. Perlocutionary effects are

often treated as a sort of residue class, comparable to the Inconsequential side effects

of a computation--a place to dismiss things from further consideration.

Speech act literature does not include a comprehensive enumeration of the effects of

performing a speech act. For example, to my knowledge there has been no exploration

of the contrast between informing and reminding, nor of the contrast between telling P to

Hi 1, who didn't know that P, and telling it to H2, who knew that NOT P. However, there are

some Interesting cases discussed, with suggestions about their specific effects.

On the positive side, there are some promising suggestions. Rogers, Stainaker and

others maintain that there are two kinds of effects, the first arising from the utterance

Itself and the second arising when It becomes evident that the utterance has been

received without objection, Its "uptake" [20, 24]. For an extreme example, one can say

(18) "Attack Hill 100."

and achieve certain effects thereby. All act of ordering has been performed. If the

reply Is

(10) "Why do you give me orders, Private?"

then the effects of having the order taken up do not occur, but the act of ordering is still

recognized. The effects are directly parallel to the separate effects of bidding and

accepting a Dialogue Game (17].

Although some Speech Act Theorists are considering effects, there Is no reason to

expect that SAT will ever provide an account at the level of detail required In NLP.

Knowing the particular effects of a broad range of actions Is peripheral for Philosophy of

Language but central for NLP, so much of the required research must be done within NLP.

4.2 Recognizing IlIocutlonary Fore

New work is also needed on recognition procedures. SAT cannot be utilized

effectively In building language-reception processes until there are some reliable,

explicit methods for identifying the Iiiocuthxnary force (or forces) of a given utterance.
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Some work has been done in SAT on the relation between syntax and Illocutionary
force, but (as we have seen) illocutionary force Is not a syntactic phenomenon.

NLP requires that Its methods be very explicit, but it allows some approximation. SAT,
on the other hand, is unwilling to admit approximation, preferring to lose generality and
have a few unassailable cases. So far, SAT has relied almost entirely on the reader as
the recognizer of IlIocutionary force. However, to produce clear cases, some of the
analysis has worked with sentences that contain an "illocutionary force indicating
device" (ifId), as, for example, in "I promise to pay $1000 to the ABC Roof Company,"
where "promise" is the ifid. I state that such seiotences are relatively uncommon In
ordinary text. Even this device Is not Infallible, as is neatly Illustrated In the following
widely-circulated example. Consider the sentence

(20) "1 promise I will come to your party."

which seems necessarily to be a promise. But In conversation between A and B,

(21) A: "Why do I decide to give a party every weekend?"

(20) B: " promise I will come to your party."

even the presence of the Ifid " promiste" is Insufficient to produce a promise. However,
the existence of the ifId serves speech act theorists as a way to create examinable,
publishable cases without having to addre.is the general force-recognition problem.

The reliance on the reader as recognizer is especially clear with indirect speech

acts. The reader must recognize that

(22) "Can you pass the salt?"

is often not a question about ability, and that

(23) "What do I know?"

functions as an assertion. For both direct and Indirect speech acts, the more prominent

question has been

"What kinds of speech acts are there?"
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rather than

"How do I know that this speech act is of such and such a type?" 9

There are several reasons to believe that SAT will not create an account of speech
act recognition sufficiently complete and detailed for NIP. Although the definition of the
term "illocutlonary force" is part of SAT's domain, there has been little effort to make the
definition explicit and operational by specifying a recognition procedure. The method
that uses the reader as the recognizer of illocutionary force is satisfactory for present
purposes and gains acceptance where any more explicit method would be subject to
disputes.

More basic is the lack of any motivation toward comprehensiveness. Philosophy of
Language specializes In a particular kind of facts and issues. If language comprehension
requires more. then that is seen as being in another territory, most often linguistics,
sociology, psychology, literary criticism, or rhetoric. As a result of this predisposition,
SAT Is not even testing the degree of coverage of its theories, even though they
supposedly apply to "every utterance."

Finafly. the notions of "context" are not sufficiently explicit, and no explicit use of
"context" has been made In attempting to state how one recognizes a particular speech

act.

NLP must therefore do Its own development of speech act recognition procedures. In
both of these cases we see that NLP research should Include In its scope development
of SAT, contributing to and extending it as well as adapting existing theory.

I. SOME SIMPLISTIC APPROXIMATIONS FOR FILLING THE GAPS

Before presenting particular processes to address the two gaps Identified above, the
role of these processes must be clear. In the tradition of all of Al, they are
approximations to an unrealized ideal. As approximations, they are worthwhile to the
degree that they can be elaborated to yield satisfactory processes. To be satisfactory, a
process should accurately reflect the Intuitions of native speakers and be capable of

performing a useful role In a text processing task.

hlt se Hnge, C 13], Semi (22] pp. 6064.
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Althouqh tile processes sketched below are very rudimentary, we expect that more

satisfactory algorithms would Include similar kinds of processes as subparts. In the case

of effects enumeration, we see the effects as a loosely coupled collection that would

Include the effects suggested here, along with others. In the case of illocutionary force

recognition, we expect that the kind of analysis sketched here would be supplemented

by methods for rejecting hypotheses of Illocutionary force and by methods for generating

alternative hypotheses after such rejections.

6.1 A Simple Method for Enumerating the Effects of a Speech Act

How can the effects of performing a speech act be enumerated simply? Consider a

process that uses a knowledge base B of propositions representing H's knowledge about

the speaker S and his world. Approximating the effect of a particular act F(P) performed

by uttering U might Include the following:

Adding to knowledge base B

1. that S believes (or otherwise conforms to) the sincerity, felicity and

preparatory conditions of F;

2. that S claims the understandability of U, the truth of P, S's sincerity in

uttering U, and S's right to perform F(P);

3. that S has performed F(P) by uttering U.

Such a process would correctly Identify a significant portion of the implicit

communication In ordinary utterances.

However, this approximation lacks some important features. It Is unresponsive to the

distinction between utterances that are "taken up" and those that are not. It also fails

to add to B many of the effects of the hearer's acceptance of the utterance. Also,

there Is no provision at all for performing Indirect speech acts.

Each of these faults would lead to frequent, significant errors on many kinds of text,

Including dialogue. The lack of mechanisms for producing the efficts of handling Indirect

speech acts Is particularly crucial, since people seem unable to limit themselves to using

only direct speech acts.

!I. °
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Notice that these defects have a feature In common with those of the simple speech

act recognizer: they cannot be overcome as long as only single sentences are analyzed.

We can easily Imagine corrections, but they all involve responding to the context (and
not just the prior cont.xt) of the utterance, deciding how this particular utterance

relates to the remainder of the discourse. For an alternative method In which response

to context is used, see [17].

5.2 Toward a Simple Illocutlonary Force Recognition Process

Creatlnq an iiteresting simple process for recognizing illocutionary force is much more
difficult, in spite of the fact that much more theoretical work has been done on
illoctitionnry force than on effects enumeration per se. The source of difficulty seems to
be simply that the indicators of illocutionary force aire sometimes infrequent and usually
unreliable. There are no syntactic attributes or particular usages of words or phrases to
guarantee that a particular illocutionary force Is present. Clearly the performative verbs
are relevant when they occur, but they are infrequent, and their occurrence serves
merely to constrain the selection of Illocutionary force, not to determine It. Similarly,

there are mnny syntactic attributes of utterances that, when present, serve to constrain

the choice of illocutonary force.

We take this notion of constraining the choice of iliocutionary force as the organizing
idea below. The design of the process sketched below is based on formulating such

constraints as rejection rules. 10

There are several reasons for casting the illocutlonary force recognizer in the form of
a rejection rule processor rather than as a more conventional processor of positive

evidence.

1. Positive Indicators of Illocutionary force (including both the syntactic form
of the utterance and the occurrence of performative verbs) usually admit a
range of Interpretation rather than ai unique one.

t0Note that this formulation is equivalent to one which recognizes an illocutionary frce by conformity to a set ofrules, by taking all of the rules capable of rejecting a particular illocutionary force as a set, and conformity asinapplicability. Alston uses such a formulation in his rtefinitiorn of illocutionary force [2, 8].
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2. In extending the process to recognize Indirect Illocutionary force correctly,
the crucial Information Is in

a. whether or not every direct Illocutlonary force was ruled out, and

b. how the direct illocutionary forces were ruled out.

Let U be the utterance to be analyzed and P the proposition expressed by U. Let F =

f1, ... fn be the set of distinct illocutionary forces; recognition of the iliocutionary force

of U is selection of one member of F. Let T = t1, ... tm be a set of tests, i.e., a set of

predicates applicable to U, Its context and its situation.

We can deflne a force rejection rule Cij(T,U) as a logical function of T and U such that

CIJ(TU) = true Iff the values of TI(U), T2(U), ... Tm(U) prohibit
interpretation of U as having direct illocutionary force fj, and

2 false otherwise.

Then the recognition of Illocutionary force yields as a set of plausible Illocutionary

forces of U the set of fJ such that

CIJ(T,U) 2 false.

The adequacy of the approach rests on being able to find enough valid constraints

and of course on being able to determine the features on which they depend. Both this

process and the previous one presume the availability of a particular hypothetical P, the

expressed proposition, for determining values of relevant features.

In the examples below we will use a simple system of four Illocutionary forces, called

Representative, Request, Query, and Commissive. The set is not complete, and no claims

are made for Its empirical adequacy. The Representatives correspond to the

Representatives in Searle's taxonomy, the Commissives (which include promises) to his

Commlssives, and Queries and Requests are the subsets of his Directives that direct

verbal and nonverbal actions respectively [23].

Examples of tests T would Include such things as

t I: U Is first-person.
t2: P Is the occurrence of a future event.
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t3: U has interrogative syntactic form.
t4: U has imperative syntactic form.
t5: U has declarative syntactic form.
tM: P Is the occurrence of a verbal act.

Consider the following sentences (labeled with forces on the basis of ordinary but

Imaginary contexts and situations).

(24) Request: "Compute the square of 11."

(25) Query: "Tell me your phone ,umber."

(26) Query: "What is your phone number?"

(27) Representative: "I was at your party."

(28) Representative or Commissive (ambiguous): "I will be at the picnic."

For each example, we would like to reject all of the forces except those Indicated by
the labels. We can do so with the following constraints:

RIle Test Expression Forces Rejected

C 1 t3 Representative, Commissive
C2 t5 Request, Query
C3 t4 Representative, Commissive
C4 Not t I Commissive
C5 Not t2 Commlssive
CO Not t3 and not t6 Query
C? t3 or tO Request

The tests succeed on the given sentences as follows:

SENTENCE

(24) t4, Not t2
(25) t4, t6, Not t2
(26) t3
(27) ti, t5
(28) ti, t2, t5
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We can therefore form a table of the forces and thu rules that reject them as follows:

Representv. Request Query Commissive

(24) C3 - C6 C3, C4, C5
(25) C3 C4 - C3, C4, C5
(26) C1 C7 - C1, C4, C5
(27) - C2 C2,C6 C5
(28) - C2 C2, C6 -

As indicated by the rejection table, these constraints are sufficient to select the
forces Indicated above, and the tests on which they rely are tests of factors often cited

In the speech act literature. 1 1

In considering extension of the scheme so that it can recognize the forces of indirect
speech acts, other sorts of constraints are of interest. For recognizing indirect uses of
questions, it Is useful to test whether the speaker knows the answer. Similarly, for irony
It Is useful to test whether the speaker Is known to believe not P. These tests can be
used in constraints. The applicability of such constraints can be used to trigger creation
of Indirect speech act hypotheses. A scheme for doing so is described in [17].

The quality of such a procedure can be assessed on several grounds:

1. The frequency with which the derived set of plausible illocutlonary force
Includes the correct one(s). 1 2

2. The frequency with which the derived set of plausible Illocutionary force
Includes Incorrect ones.

3. The frequency with which the correct Illocutionary force Is constrained
away.

1fo r homogeneity and ease of explanation, all of the rules are formulated as constraints above; it would be more
efficient, and perhaps more realistic from a psychological point of view, to recast part of the scheme (peutlps a
syntactic part) as a generator of hypotheses to which the remaining constraints were applied.

12 Correclness here is simply ageement with an independently determined strong consensus of native speakers.
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In the case of an indirect speech act, we expect that all of the direct Illocutionary
forces will be constrained away. In this case, we can judge the appropriateness of the
manner In which the direct force was constrained away.1 3

The force recognition process described above does not make any special use of the
"operformativo verbs" so prominent In SAT but relatively infrequent in ordinary speech.
How difficult would it be to extend the process to deal with such cases [10]?

There Is an intimate relationship between use of performative verbs and the use of
embedded sentences. If one says In certain circumstances,

(29) "1 warn you, that bull Is dangerous."

the speech act of the utterance is the same as the speech act of saying

(30) "That bull Is dangerous."

The phrase "I warn you" may serve to clarify or emphasize the act of warning, but
wnrninq is performed in either case. A recognition scheme could not rely on the

presence of "warn" and similar verbs to Identify cases of warning.

Many of these verbs are bizarre In such roles,

(31) " boast that I know a lot about stocks."

(32) 1 insult you that you are ugly."

The class of such verbs as a whole Is better treated as a set of descriptive verbs
applIcohle to utterances. As such they are applied both to parts of the utterances In

which they occur and to separate utterances.

A necessary precondition for any sensible use of descriptions of utterances is a
capability for representing propositions about utterances. This is a general requirement
for language understanding; It goes far beyond the case of performative verbs, and
Includes the representation of believing, doubting, suggesting, regreting, hoping, denying,
and claiming. It Includes suitable treatment of embedded sentences and of quoted text.

13Of all of the direcl forces are constrained away, but the utterance rs not interpreted as an indirect speech act, then 1t
Is swnply not comprehended. SAT Includes same disission of Odefectivel speech acts, but their status Is not clear.
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Dosign of processes for analyzing the effects of performative verbs is best left for a
processing environment In which the methods for dealing with utterance descriptions are

suitably elaborated. In such an environment, treatment of performative verbs might not

present special problems at all.

6. CONCLUSIONS

The concepts of Speech Act Theory could contribute significantly to the progress of

natural language processing. Although the prevailing style in Philosophy of Language Is

very different from that In Al, the action-oriented conceptual framework of Speech Act

Theory Is reasonably compatible with actively developing Al concepts. Natural language

processing stands to benefit not only from the work of speech act theorists but also

from other disciplines using the same concepts.

Processes that Identify the illocutionary forces in text can be used In deriving

Implicitly communicated information and In relating text to Its context and situational

Information. Speech act concepts are particularly attractive as a means for relating

knowledge from text to knowledge about the speaker.

To take advantage of the opportunity, natural language processing must familiarize

Itself with Speech Act Theory, rerepresent the knowledge In process-oriented terms, and

actively work to fill In some of the gaps. The results could include both a new version of

the theory and a substantial expansion of natural language processing capabilities.
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